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A novel lattice Boltzmann thermal model is proposed for studying thermo-
hydrodynamics in incompressible limit. The new model introduces an internal en-
ergy density distribution function to simulate the temperature field. The macroscopic
density and velocity fields are still simulated using the density distribution function.
Compared with the multispeed thermal lattice Boltzmann models, the current scheme
is numerically more stable. In addition, the new model can incorporate viscous heat
dissipation and compression work done by the pressure, in contrast to the passive-
scalar-based thermal lattice Boltzmann models. Numerical simulations of Couette
flow with a temperature gradient and Rayleigh–B´enard convection agree well with
analytical solutions and benchmark data.c© 1998 Academic Press

I. INTRODUCTION

The lattice Boltzmann equation (LBE) method as a relatively new numerical scheme has
recently achieved considerable success in simulating fluid flows and associated transport
phenomena [1]. Based on kinetic theory, the lattice Boltzmann method simulates fluid
flows by tracking the evolution of the single-particle distribution. In simulations of the
single-component, isothermal fluid flow, the lattice Boltzmann method was found to be as
stable, accurate, and computationally efficient as classical computational methods [2–5].
In addition, this method has been shown to be particularly useful in applications involving
interfacial dynamics and complex boundaries. Because the LBE method is intrinsically a
mesoscopic approach based on simulating the evolution of the single particle distribution,
the interparticle interaction can be naturally incorporated [6–9] and boundary conditions
with complex geometries such as those in porous media can be easily implemented (see,
e.g., [10]).

Although promising, the current lattice Boltzmann method still has a few shortcomings
that limit its general application as a practical computational fluid dynamics tool. One of
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these shortcomings, which is specifically addressed in this paper, is the lack of a satisfactory
thermal model for heat transfer problems. In general, the previous thermal lattice Boltzmann
models fall into two categories: the multispeed approach and the passive-scalar approach.
The multispeed approach is a straightforward extension of the LBE isothermal models in
which only the density distribution function is used [11–13]. To obtain the temperature
evolution equation at the macroscopic level, additional speeds are necessary and the equi-
librium distribution must include the higher-order velocity terms. Although this approach
has been shown to be theoretically possible [11], previous models suffer severe numerical
instability and the temperature variation is limited to a narrow range [14]. Some recent work
may provide new directions for this type of approach [15,16].

The passive-scalar approach utilizes the fact that the macroscopic temperature satisfies
the same evolution equation as a passive scalar if the viscous heat dissipation and com-
pression work done by the pressure are negligible [17,18]. In a passive-scalar-based LBE
thermal model, the temperature is simulated using a separate distribution function which
is independent of the density distribution. The main advantage of the passive-scalar LBE
thermal model over its multispeed counterpart is the enhancement of the numerical stability
[17,18]. In addition, the accuracy of the passive-scalar model has been verified by several
benchmark studies [18,19]. Obviously, this approach will become more useful if the viscous
heat dissipation and compression work done by the pressure can be correctly incorporated
into the model.

In this paper, we propose a novel thermal model for the lattice Boltzmann method which
greatly improves the previous LBE thermal models. This new scheme is based on the recent
discovery [20,21] that the LBE isothermal models can be directly derived by properly
discretizing the continuous Boltzmann equation in temporal, spatial, and velocity spaces.
Following the same procedure, an LBE thermal model can be derived by discretizing the
continuous evolution equation for the internal energy distribution. The new scheme is similar
to the passive-scalar approach because it also uses an independent distribution function to
simulate the temperature evolution. Its numerical stability is similar to that of the passive-
scalar LBE thermal models. On the other hand, because the new scheme directly simulates
the evolution of the internal energy, the viscous heat dissipation and compression work done
by the pressure can be naturally incorporated.

The rest of the paper is organized as follows. In Section II, the new distribution function
of the internal energy is introduced and its evolution equation in the continuous regime is
derived from the Boltzmann equation. This evolution equation is then proved to recover the
desired macroscopic energy equation using the Chapman–Enskog expansion. In Section III,
a new lattice Boltzmann thermal model is derived by discretizing the continuous evolution
equation for the distribution function of the internal energy. Section IV presents numerical
simulations of two classical heat transfer problems, Couette flow with a temperature gradient
and Rayleigh–B´enard convection. The results are compared with theoretical solutions and
other computational results. A brief conclusion is given in Section V.

II. INTERNAL ENERGY DISTRIBUTION AND ITS EVOLUTION FUNCTION

Kinetic theory states that the evolution of the single-particle density distribution in a fluid
system obeys the Boltzmann equation

∂t f + (ξ · ∇) f = Ä( f ), (1)
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where f is the single-particle density distribution function,ξ is the microscopic velocity,
andÄ is the collision term. Macroscopic variables, such as the densityρ, velocity u, and
temperatureT , can be calculated as the moments of the density distribution function:

ρ =
∫

f dξ, (2)

ρu =
∫
ξ f dξ, (3)

ρDRT

2
=
∫
(ξ − u)2

2
f dξ. (4)

The collision term in the Boltzmann equation is very complicated and must be simplified
in practical calculations. One such simplification is to replace the collision term by a single-
relaxation-time BGK model [22]:

∂t f̃ + (ξ · ∇) f̃ = − f̃ − f eq

τv
. (5)

Hereτv is the relaxation time andf eq is the Maxwell–Boltzmann equilibrium distribution

f eq= ρ

(2πRT)D/2
exp

[
− (ξ − u)2

2RT

]
, (6)

whereR is the gas constant andD is the dimension.
It is well known that, using the Chapman–Enskog expansion, the Boltzmann–BGK equa-

tion, Eq.(5), recovers the correct continuity and momentum equations at the Navier–Stokes
level [23],

∂tρ +∇ · (ρu) = 0, (7)

ρ[∂tu+ (u · ∇)u] = −∇ p+∇ ·Π, (8)

wherep= ρRT is the pressure andΠ is the stress tensor,

Π = ρν(∇u+ u∇), (9)

where the kinetic viscosityν is related to the relaxation time byν= τvRT.
However, the Boltzmann equation with the single-relaxation-time BGK model does have

one unsatisfactory feature: the energy equation obtained from the second moment off̃
yields a fixed Prandtl number, implying that the thermal conductivity cannot be adjusted
independent of the kinetic viscosity [23]. Since we are interested in deriving a numerical
scheme for general fluids with arbitrary Prandtl numbers, we choose not to usef̃ to calculate
the internal energy or temperature.

Now let us introduce a new variable, the internal energy density distribution function:

g = (ξ − u)2

2
f. (10)

Notice that we defineg using the real density distribution functionf instead of f̃ in the
above equation. We callg the internal energy density distribution function because the
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integral ofg over the velocity space gives the internal energy densityρε. (ε= DRT/2 is
the internal energy.) From the Boltzmann equation, Eq.(1), the evolution equation of this
internal energy density distribution function is

∂t g+ (ξ · ∇)g = (ξ − u)2

2
Ä( f )− f q, (11)

where the right-hand side of Eq.(11) is the heat dissipation term and

q = (ξ − u) · [∂tu+ (ξ · ∇)u]. (12)

Here we introduce a new collision model

(ξ − u)2

2
Ä( f ) = −g− geq

τc
, (13)

where

geq= ρ(ξ − u)2

2(2πRT)D/2
exp

[
− (ξ − u)2

2RT

]
. (14)

We will further assume thatf in the last term of Eq.(11) can be replaced byf̃ . As we
will show next, these assumptions yield the correct macroscopic energy equation. Because
Eq.(11) originates from the Boltzmann equation and describes the evolution of the internal
energy distribution, we will call it the Boltzmann energy equation.

In summary, we propose to use the following equations to study thermal hydraulic
problem:

∂t f̃ + (ξ · ∇) f̃ = − f̃ − f eq

τv
,

∂t g+ (ξ · ∇)g = −g− geq

τc
− f̃ (ξ − u) · [∂tu+ (ξ · ∇)u],

here

f eq= ρ

(2πRT)D/2
exp

[
− (ξ − u)2

2RT

]
,

geq= ρ(ξ − u)2

2(2πRT)D/2
exp

[
− (ξ − u)2

2RT

]
.

The macroscopic variables are calculated using

ρ =
∫

f dξ,

ρu =
∫
ξ f dξ,

ρDRT

2
=
∫

g dξ.
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To better understand the Boltzmann energy equation, it is useful to examine the behavior
of this equation in the long-wavelength and low-frequency limit. Following the Chapman–
Enskog multiscale expansions, we expand the time derivative as∂t = K∂t0+K 2∂t1+· · ·, the
space derivative as∇ = K∇1, and the density distribution function as̃f = f eq+ K f (1) +
K 2 f (2) + · · ·. The internal energy distribution function is similarly expanded as

g = geq+ Kg(1) + K 2g(2) + · · · . (15)

Here the Knudsen number,K (the mean free path divided by the hydrodynamic length
scale), is assumed to be a small parameter. Notice that bothτc andq are first order inK .
The reasonq∼ K is thatq is proportional tou.

To distinguish the different thermodynamic processes, we further splitq in Eq.(12) into
the following two terms:

qI = 1

ρ
(ξ − u) · (−∇ p+∇ ·Π), (16)

qII = (ξ − u)(ξ − u) : ∇u. (17)

The first-order Chapman–Enskog approximation of Eq.(11) is

∂t0g
eq+ (ξ · ∇1)g

eq= −g(1)

τc
− f eqq. (18)

The integral of the above equation over velocity space leads to

∂t0(ρε)+∇1 · (ρuε) = −p∇1 · u, (19)

which is exactly the macroscopic energy equation for Euler fluids. Notice that onlyqII

contributes to the compression work done by the pressure on the right-hand side.
The second-order Chapman–Enskog approximation of Eq.(11) is

∂t1g
eq+ [∂t0 + (ξ · ∇1)

]
g(1) = −g(2)

τc
− f (1)q, (20)

where

f (1) = −τv
[
∂t0 f eq+∇1 · (ξ f eq)

]
(21)

is the standard first-order nonequilibrium deviation of the density distribution [3]. Substi-
tuting f (1) from Eq.(21) andg(1) from Eq.(18) into Eq.(20) and integrating Eq.(20) over
velocity space, we have

∂t1(ρε) = ∇1 · (ρχ∇ε)+Π : ∇u, (22)

where the first term on the right-hand side represents heat conduction and the second term
represents viscous heat dissipation. The coefficientχ = (D + 2)τcRT/D is the thermal
conductivity. It should be pointed out thatqI only affects the heat conduction term, while
qII only has an influence on the viscous dissipation term.
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At this point, it is important to summarize the origins of three thermodynamic processes.
First, the heat conduction term exclusively results from the second term on the left-hand
side of Eq.(20), which only depends on the nonequilibrium term of theinternal energy
densitydistribution. Second, the viscous heat dissipation term results exclusively from the
second term on the right-hand side of Eq.(20), which only depends on the nonequilibrium
part of thedensitydistribution. Third, the compression work done by the pressure in Eq.(19)
is independent of both nonequilibrium distributions.

Finally, combining Eqs.(19) and (22), we can prove that Eq.(11) recovers the energy
equation at the Navier–Stokes level:

∂t (ρε)+ ∂(ρuε) = ∇ · (ρχ∇ε)+Π : ∇u− p∇ · u. (23)

III. LATTICE BOLTZMANN THERMAL MODEL

In the previous section, we derived the continuous evolution equation for the internal en-
ergy density distribution—the Boltzmann energy equation. Our ultimate goal, however, is
to develop a numerical algorithm which can be implemented on digital computers, because
the analytical solution of Eqs.(1) and (11) is extremely difficult if not impossible. Our strat-
egy is to derive two discrete evolution equations: one equation for the density distribution
which governs the evolution of the density and velocity fields, and the other equation for
the internal energy distribution which governs the evolution of the temperature field. Since
the real density distributionf will not be mentioned again, we will omit the tilde of̃f
in the following text.

A. The Lattice Boltzmann Equation for Density and Velocity Fields

It has been shown recently [20] that the lattice Boltzmann equation describing mass and
momentum conservation can be derived from the Boltzmann equation. In this paper, we
will extend that model to include an external force term,F ,

D f

Dt
≡ ∂t f + (ξ · ∇) f = − f − f eq

τv
+ F, (24)

where

F = G · (ξ − u)
RT

f eq, (25)

with G being the external force acting per unit mass [9]. Notice that
∫

F dξ= 0 and∫
Fξ dξ= ρG.
In most of the previous LBE models, the collision operator in the Boltzmann–BGK

equation, Eq.(24), was assumed constant during each time step. This assumption introduces a
second-order truncation error in the lattice Boltzmann equation [24]. For the LBE isothermal
model, this truncation error was fortunately nondestructive because it can be totally absorbed
into the physical viscous term. The only effect is a change of the viscosity fromτvRT to
(τv − 0.5δt )RT. (See [24] for more detailed discussions.)

For the thermal model, however, this second-order truncation error is no longer trivial.
Here, the viscosity is involved not only in the momentum equation but also in the energy
equation. To be specific, as shown in the previous section, the viscous heat dissipation
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term in the energy equation exclusively comes from the nonequilibrium part of the density
distribution. This term only depends on the first-order Chapman–Enskog approximation of
the Boltzmann equation and is not affected by the second-order truncation error (which only
appears in the second-order Chapman–Enskog expansion). In other words, the viscosity in
the viscous heat dissipation term is alwaysτvRT, which is inconsistent with the viscosity
in the LBE isothermal model mentioned above.

To eliminate this inconsistency, we adopt a second-order strategy to integrate the
Boltzmann equation (24):

f (x+ ξδt , ξ, t + δt )− f (x, ξ, t) = − δt

2τv

[
f (x+ ξδt , ξ, t + δt )− f eq(x+ ξδt , ξ, t + δt )

]
− δt

2τv
[ f (x, ξ, t)− f eq(x, ξ, t)]

+ δt

2
F(x+ ξδt , ξ, t + δt )+ δt

2
F(x, ξ, t). (26)

The left-hand side results from the integral of the time derivative,∂t + (ξ · ∇), in Eq.(24).
To avoid implicitness of this scheme, we further introduce a new variable:

f̄ = f + δt

2τv
( f − f eq)− δt

2
F. (27)

The evolution equation for̄f is

f̄ (x+ ξδt , ξ, t + δt )− f̄ (x, ξ, t) = − δt

τv + 0.5δt
[ f̄ (x, ξ, t)− f eq(x, ξ, t)] + τvFδt

τv + 0.5δt
.

(28)

To obtain the lattice Boltzmann model, the velocity space must be discretized as well.
As shown in [20], to recover the continuity and momentum equations at the Navier–Stokes
level, the microscopic velocity space must be discretized to guarantee that the zeroth through
third moments of the equilibrium density distribution are exact. Note that the exactness of
the fourth moment is not required here because the density distribution is only used to
simulate the density and velocity fields. Expanding the Maxwell–Boltzmann equilibrium
distribution, Eq.(6), up tou2, the above criteria require the integral formula∫

ζm exp(−ζ2) dζ =
∑
α

wαζ
m
α (29)

to be exact from zeroth to fifth order(m= 0, 1, . . . ,5). For the two-dimensional case,
applying the third-order Gauss–Hermite quadrature leads to the nine-speed LBE model
with the discrete velocities

eα =


0 α = 0,

(cos[(α − 1)π/2], sin[(α − 1)π/2])c α = 1, 2, 3, 4,
√

2(cos[(α − 5)π/2+ π/4], sin[(α − 5)π/2+ π/4])c α = 5, 6, 7, 8,

(30)

wherec=√3RT.
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The macroscopic density and velocity can now be calculated using

ρ =
∑
α

f̄α, (31)

ρu =
∑
α

eα f̄α +
ρGδt

2
. (32)

The discrete density distribution,̄fα, satisfies the evolution equation

f̄α(x+ eαδt , t + δt )− f̄α(x, t) = −
δt

τv + 0.5δt

[
f̄α(x, t)− f eq

α (x, t)
]+ τvFαδt

τv + 0.5δt
, (33)

where

Fα = G · (eα − u)
RT

f eq
α . (34)

The equilibrium distributionf eq
α is given by

f eq
α = wαρ

[
1+ 3eα · u

c2
+ 9(eα · u)2

2c4
− 3u2

2c2

]
, (35)

wherew0= 4/9, wα = 1/9 for α= 1, 2, 3, 4, andwα = 1/36 forα= 5, 6, 7, 8. Notice that
the third moment off eq

α differs from its continuous counterpart,
∫
ξ3 f dξ, by a term with

an order ofu3. In the incompressible limit, this difference can be neglected.

B. The Lattice Boltzmann Equation for the Temperature Field

As shown in the previous section, if the Boltzmann equation can be properly discretized
in the temporal and velocity spaces so that the resulting discrete equation satisfies the mass
and momentum conservation at the Navier–Stokes level, the final discrete scheme is exactly
the lattice Boltzmann equation for isothermal flow. The same procedure can be applied to
the Boltzmann energy equation. The resulting discrete scheme will serve as the lattice
Boltzmann thermal equation which describes the evolution of the macroscopic temperature
field.

Using the second-order temporal integration scheme, we integrate the Boltzmann energy
equation, Eq.(11), in one time step:

g(x+ ξδt , ξ, t + δt )− g(x, ξ, t)

= − δt

2τc

[
g(x+ ξδt , ξ, t + δt )− geq(x+ ξδt , ξ, t + δt )

]
− δt

2
f (x+ ξδt , ξ, t)q(x+ ξδt , ξ, t)− δt

2τc
[g(x, ξ, t)− geq(x, ξ, t)]

− δt

2
f (x, ξ, t)q(x, ξ, t). (36)

Similarly, to avoid implicitness, we introduce a new variable:

ḡ = g+ δt

2τc
(g− geq)+ δt

2
f q. (37)
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The evolution equation for̄g is

ḡ(x+ ξδt , ξ, t + δt )− ḡ(x, ξ, t)

= − δt

τc + 0.5δt
[ḡ(x, ξ, t)− geq(x, ξ, t)] − τc

τc + 0.5δt
f (x, ξ, t)q(x, ξ, t)δt . (38)

Similarly, to derive a discrete scheme, the velocity space must be discretized appropri-
ately. Needless to say, it will be most computationally efficient if we can use the same
discretized velocities for both the mass density and energy density distributions in the
LBE thermal model. To check whether this is possible, we first expand the equilibrium
distribution of the internal energy density up tou2:

geq= ε (ξ − u)2

DRT
f eq

= ρε

(2πRT)D/2
exp

(
− ξ2

2RT

)[
ξ2

DRT
+
(

ξ2

DRT
− 2

D

)
ξ · u
RT

+
(

ξ2

DRT
− 4

D

)
(ξ · u)2
2(RT)2

−
(

ξ2

DRT
− 2

D

)
u2

2RT

]
. (39)

As shown in Section II, the recovery of the macroscopic energy equation involves the zeroth
through second moments of the equilibrium distribution of the internal energy density. Since
the highest order ofξ in Eq.(39) is fourth, the quadrature, Eq.(29), for the thermal model
will need to be accurate to sixth order. This implies that the third-order Gauss–Hermite
quadrature chosen in the previous section is no longer valid.

At first glance, it seems that a higher-order quadrature is necessary for the thermal
lattice Boltzmann equation. This apparent problem, however, can be avoided by regrouping
Eq.(39):

geq= ρε

(2πRT)D/2
exp

(
− ξ2

2RT

)[
ξ2

DRT
+
(

ξ2

DRT
− 2

D

)
ξ · u
RT
+ (ξ · u)2

2(RT)2
− u2

2RT

]
+ ρε

(2πRT)D/2
exp

(
− ξ2

2RT

)[(
ξ2

DRT
− D + 4

D

)
(ξ · u)2
2(RT)2

−
(

ξ2

DRT
− D + 2

D

)
u2

2RT

]
. (40)

Through some straightforward algebra, it can be proved that the zeroth- through second-
order moment of the second term of Eq.(40) vanishes. Consequently, this term can be
eliminated from Eq.(40) without affecting the recovery of the macroscopic energy equation
from the Boltzmann energy equation. The zeroth- through second-order moment of the
remaining part of the energy equilibrium distribution involves only the zeroth- through
fifth-order moment of Eq.(29). Therefore the third-order Gauss–Hermite quadrature is still
valid. For the two-dimensional case, this leads to the nine-speed discrete velocity model,
Eq.(30). With this velocity discretization, the internal energy density can now be calculated
using

ρε =
∑
α

ḡα −
δt

2

∑
α

fαqα, (41)
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where

fα = τv f̄α + 0.5δt f eq
α + 0.5δtτvF

τv + 0.5δt
, (42)

and

qα = (eα − u) ·
[

1

ρ
(−∇ p+∇ ·Π)+ (eα − u) · ∇u

]
. (43)

The evolution equation for̄gα is

ḡα(x+ eαδt , t + δt )− ḡα(x, t)

= − δt

τc + 0.5δt

[
ḡα(x, t)− geq

α (x, t)
]− τc

τc + 0.5δt
fα(x, t)qα(x, t)δt . (44)

By adopting the third-order Gauss–Hermite quadrature, the discrete internal energy density
equilibrium distribution takes the form

geq
0 = −

2ρε

3

u2

c2
,

geq
1,2,3,4 =

ρε

9

[
1.5+ 1.5

eα · u
c2
+ 4.5

(eα · u)2
c4

− 1.5
u2

c2

]
, (45)

geq
5,6,7,8 =

ρε

36

[
3+ 6

eα · u
c2
+ 4.5

(eα · u)2
c4

− 1.5
u2

c2

]
.

Finally, the combination of Eqs.(41), (44), and (45) constitutes the lattice Boltzmann
thermal equation.

C. Discretization of the Physical Space

In the previous two sections, we derived the lattice Boltzmann thermal model by dis-
cretizing the Boltzmann equation and the Boltzmann energy equation in temporal and
velocity spaces. When implementing this model on digital computers, we must replace the
continuous physical space by a series of grid nodes as well. Once the physical space is
discretized, starting from the known information at the grid nodes, we can calculate ther-
mohydrodynamical variables at the next time step using the evolution equations, Eqs.(33)
and (44).

Notice that the calculated distributions at the next time step using this procedure may
not reside on the grid nodes. A reconstruction step is necessary to compute the information
on the grid nodes. Theoretically, there are many options for this reconstruction step. The
easiest one is to discretize the physical space into a regular lattice so that everyxnode+ eαδt

is another grid node. This way, the information at all the grid nodes is automatically known
at the next time step. This has been the practice adopted in previous LBE isothermal models
in which the lattice constant is chosen asδx = cδt . For simplicity, in this paper, we will
continue to adopt this practice for our LBE thermal model. Furthermore, the characteristic
speedc is taken to be a constant value,c=√3RT0, whereT0 is the average temperature.

D. Boundary Conditions

The hydrodynamic boundary conditions for the lattice Boltzmann method have been
studied extensively, and readers are referred to [1] for more details. In our study, we found
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that the bounce-back rule of the nonequilibrium distribution proposed by Zou and He [26]
is particularly useful and can be easily extended to impose thermodynamic boundary con-
ditions. To understand the physical meaning of the bounce-back rule for the nonequilibrium
distribution, we recall that in Grad’s “13-moment” system [27], the nonequilibrium density
distribution can be written as

f neq= f eq

(
Π : (ξ − u)(ξ − u)

2pRT
− S · (ξ − u)

2pRT

(
1− (ξ − u)2

(D + 2)RT

))
, (46)

whereΠ andSare the stress tensor and heat flux vector, respectively. Because the nonequi-
librium distribution itself is a small quantity, we can neglect all terms involvingO(u) and
higher order. The leading term of the nonequilibrium discrete distribution becomes

f neq
α = wα

(
Π : eαeα
2(RT)2

− S · eα
2(RT)2

(
1− e2

α

(D + 2)RT

))
. (47)

For isothermal problems, we neglect the heat transfer term, and the nonequilibrium density
distribution can be approximated by

f neq, iso
α = wαΠ : eαeα

2(RT)2
. (48)

Obviously, the following hydrodynamic boundary condition holds:

f neq, iso
α = f neq,iso

β ; (49)

hereeα andeβ have opposite directions. This is exactly the bounce-back rule of the nonequi-
librium density distribution proposed by Zou and He [26].

For thermal problems, neglecting again all terms involvingO(u), the nonequilibrium
internal energy density distribution can be approximately written as

gneq
α = e2

α f neq,iso
α − wαe2

α

S · eα
2(RT)2

(
1− e2

α

(D + 2)RT

))
. (50)

This identity suggests the useful thermodynamic boundary condition

gneq
α − e2

α f neq,iso
α = −(gneq

β − e2
β f neq,iso

β

)
, (51)

whereeα andeβ have opposite directions. Notice that, since the density distribution in our
LBE thermal model does not take into account temperature variations, its nonequilibrium
part satisfies the boundary condition, Eq.(49), and plays the role off neq,isoin the boundary
condition, Eq.(51).

IV. NUMERICAL SIMULATIONS

To test the new thermal lattice Boltzmann model, we have carried out numerical simu-
lations for Couette flow with a temperature gradient and for Rayleigh–B´enard convection.
For simplicity, we only carried out two-dimensional simulations although the extension to
three dimensions is straightforward.



           

NOVEL LATTICE BOLTZMANN THERMAL MODEL 293

A. Couette Flow with a Temperature Gradient

Couette flow with a temperature gradient provides a good test of the ability of the new
LBE thermal model to describe viscous heat dissipation. With the bottom wall fixed and
the top boundary moving at the speed ofU , the temperature profile must satisfy

T − T0

T1− T0
= y

H
+ Pr Ec

2

y

H

(
1− y

H

)
, (52)

whereT0 andT1 are the temperatures at the bottom and top boundaries, respectively;y is the
distance from the bottom boundary;H is the height of the channel; Pr= ν/χ is the Prandtl
number; and Ec=U2/cv(T1 − T0) is the Eckert number. No external force is involved in
this problem.

To evaluate the accuracy of the new LBE thermal model, we carried out simulations for a
wide range of both the Prandtl number and the Eckert number. Unless otherwise mentioned,
we used throughout our simulations the following parameters:U = 0.1c, H = 20, τv = 0.5,
and T0= 1. All other parameters can be determined from the Prandtl and Eckert num-
bers. Periodic boundary conditions are used at the vertical boundaries, and the boundary
conditions, Eqs.(49) and (51), are applied at the top and bottom walls.

Figure 1a shows the results for Pr= 0.5 and Ec= 4, 20, and 40; Fig. 1b shows the results
for Ec= 8 and Pr= 0.25, 1.25, and 2.5. Analytic solutions are also included for comparison.
As shown, the numerical results agree with the analytic solutions. The numerical error is
within the machine accuracy. The product PrEc represents the ratio between the viscous
dissipation and the heat conduction. Our simulations span a wide range of values of PrEc. It
is clear that our new LBE thermal model successfully simulates the viscous heat dissipation
over this wide range.

Simulations were also carried out to study theτv, τc, and temperature ranges applicable
for the new LBE thermal model. The scheme was found to be accurate and stable for bothτv

andτc ranging from 0.001 to 10, and for(T1−T0)/T0 ranging from 0 to 10. Compared with
the multispeed LBE thermal models [13], the parameter ranges and the numerical stability
are greatly increased.

B. Rayleigh–B́enard Convection

Another good benchmark test is Rayleigh–B´enard convection, in which a horizontal layer
of viscous fluid is heated from the bottom while the top boundary is maintained at a lower
temperature. A static solution exists for this problem, with the velocity zero everywhere and
the temperature a linear function of the vertical coordinate. However, when the temperature
between the top and bottom boundaries is increased above a certain threshold, the static
conduction becomes unstable to any small disturbance and the system becomes convective.

Most of the previous studies on Rayleigh–B´enard convection were carried out in the
framework of the Boussinesq approximation. With this approximation, all material proper-
ties are assumed to be constant except for the temperature dependence of the density in the
gravity term. After absorbing the constant part of the gravity into the pressure, the effective
external force can be written as [28]

ρG = ρβg0(T − Tm)j , (53)
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FIG. 1. Temperature profiles in Couette flow. The solid lines are the analytic results, while the symbols
represent the LBE simulations. (a) Pr= 0.5, and (b) Ec= 8.

whereβ is the thermal expansion coefficient,g0 is the acceleration due to gravity,Tm

is the average value of the top and bottom temperatures, and the unit vectorj denotes
the vertical direction opposite to that of gravity. The viscous heat dissipation is negl-
ected.

To simulate Rayleigh–B´enard convection using the Boussinesq approximation, we have
modified our LBE thermal model. First, we modified the model to be incompressible, and
second, we deleted the viscous heat dissipation term. Details concerning these modifications
can be found in the Appendix.

Linear stability theory has shown that the critical wave number for Rayleigh–B´enard
convection iskc= 3.117. This implies that the convection roll develops most readily in cells
with an aspect ratio of 2π/kc= 2.016. Since our computational grid is a square lattice, we
chose to use a channel with an aspect ratio of 2:1. The Prandtl number was fixed at 0.71. To
ensure the code works in the near-incompressible regime, we fixedβg01TH= 0.1, where
1T is the temperature difference between bottom and top walls, andH is the channel height.
Unless otherwise mentioned, simulations were carried out on an 80× 41 grid. Periodic
boundary conditions are applied to the side boundaries. The boundary conditions, Eqs.(49)
and (51), are applied at the top and bottom walls.
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As the first test, we calculated the critical Rayleigh number, Rac, at which the static
conductive state becomes unstable, where the Rayleigh number is defined as

Ra= β1T g0H3

νχ
. (54)

The simulation began from a perturbed static conductive state. The initial temperature field
was given by

T(x, y) = T0−1T
y

H
, (55)

and the initial pressure field was given by

p(x, y) =
[
1+ ρβg01T y

2

(
1− y

H

)][
1+ 0.001 cos

(
2πx

L

)]
, (56)

whereL is the channel width.
At Rayleigh numbers below Rac, the perturbation dissipated and the maximum velocity

in the flow region gradually decreased to zero, while at Rayleigh numbers above Rac, the
maximum velocity eventually approached a finite value. The critical Rayleigh number was
calculated by interpolating the growth rate of the maximum velocity at a slightly higher
Rayleigh number and the decay rate at a slightly lower Rayleigh number. The calculated crit-
ical Rayleigh numbers are listed in Table I for various grids. The result is well converged and
the final Rac agrees with the value of Rac= 1707.76 obtained by linear stability theory [29].

Once the Rayleigh–B´enard convection is established, the heat transfer between the top
and bottom walls is greatly enhanced. The enhancement of the heat transfer can be described
by the Nusselt number

Nu= 1+ 〈uyT〉
χ1T/H

, (57)

whereuy is the vertical velocity,1T is the temperature difference between the bottom
and top walls,H is the channel height, and〈·〉 represents the average over the whole flow
domain. Figure 2 shows the calculated relationship between the Nusselt number and the
Rayleigh number. Also included are the simulation results by Clever and Busse [30]. As
shown, our results agree well with those by Clever and Busse for Rayleigh numbers less
than 20,000. At higher Rayleigh numbers, the LBE simulation slightly underestimates the
heat transfer. A similar trend was observed in the passive-scalar-based LBE study [18].

Typical temperature distributions and flow patterns of Rayleigh–B´enard convection at
final steady states are plotted in Figs. 3 and 4 for Ra= 5,000, 10,000 and 50,000. As

TABLE I

Critical Rayleigh Number Obtained for Different

Grid Systems

Grid size Rac Error (%)

20× 11 1759.36 3.02
40× 21 1722.75 0.88
80× 41 1713.48 0.33

160× 81 1711.17 0.20
Theory 1707.76 —

Note.The error is calculated relative to the theoretical value.



        

FIG. 2. The dependence of Nusselt number of Rayleigh number. Also included are simulation results by
Clever and Busse [30], as well as the empirical formula Nu= 1.56 (Ra/Rac)

0.296.

FIG. 3. The normalized temperature(T − T0)/1T in Rayleigh–Bénard convection. (a) Ra= 5,000,
(b) Ra= 10,000, and (c) Ra= 50,000. A total of 21 equally divided contours, with an interval of 0.05, are plotted.
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FIG. 4. Streamlines in Rayleigh–B´enard convection. (a) Ra= 5,000, (b) Ra= 10,000 and (c) Ra= 50,000.
The stream function is in units ofvmaxH . The interval between contour lines is 0.05.

shown, hot fluids near the bottom wall flow upward and increase the temperature in the
central portion of the channel, while cold fluids near the top wall flow downward and
decrease the temperature near the side boundaries. When the Rayleigh number increases,
two trends were observed for the temperature distribution: enhanced mixing of the hot and
cold fluids, and an increase in the temperature gradients near the bottom and top boundaries.
Both trends enhance the heat transfer in the channel.

Numerical instability has been a primary concern in previous multispeed LBE thermal
models. In this study, it was found that the main parameters affecting the numerical stability
are the relaxation timesτv andτc. In the parameter range used in this study, the temperature
variation appears to have a minor effect on numerical instability. The lowest value for either
τv or τc was around 0.08 in simulation of Rayleigh–B´enard convection. This value seems to



             

298 HE, CHEN, AND DOOLEN

be substantially higher than its counterpart in simulating the Couette flow with temperature
gradient, but it is comparable to the lower limit found in simulations of complicated flows
using LBE isothermal models [4,31]. In other words, our LBE thermal model has a numerical
stability similar to previous LBE isothermal models. For this reason, we could simulate
Rayleigh–Bénard convection at Ra= 100,000 on a 80× 41 grid, while the highest Rayleigh
number that the multispeed LBE thermal model could achieve on a 75× 50 grid was around
8,000 [14].

V. CONCLUSION

A novel lattice Boltzmann thermal scheme has been developed to simulate thermohydro-
dynamics. Derived from the kinetic theory, this new scheme has a firm physical foundation.
The key point in the new scheme is the use of two sets of distributions: the density dis-
tribution to simulate hydrodynamics and the internal energy distribution to simulate the
thermodynamics. Compared with the passive-scalar-based LBE thermal models, the new
scheme has the correct viscous heat dissipation and the correct compression work done by
the pressure. Numerical experiments have shown that the new scheme has a better stability
than multispeed LBE thermal models.

APPENDIX: LATTICE BOLTZMANN THERMAL MODEL

FOR INCOMPRESSIBLE FLOW

In many applications, fluids are assumed to be incompressible and the viscous heat
dissipation is intentionally neglected. It will be useful to modify our LBE thermal model to
account for these variations. Following [32], we take into account the fact that the fluctuation
of the density is small for incompressible fluids (∼M2 with M being the Mach number). By
expanding the density around its average value, it can be proved that the density distribution
for the incompressible LBE model is the same except that the equilibrium distribution
becomes

f eq
α = wαρ0

[
3p

ρ0c2
+ 3eα · u

c2
+ 9(eα · u)2

2c4
− 3u2

2c2

]
, (A1)

whereρ0 is the density which is constant. The pressurep replaces the density as the primary
variable and it can be calculated as

p = c2

3

∑
f eq
α . (A2)

To delete the viscous heat dissipation and compression work done by the pressure, recall that
both terms exclusively come fromqII in Eq.(12). Therefore, the LBE thermal model without
the viscous heat dissipation and compression work done by the pressure is essentially the
same as the one derived in Section III, except that the heat source term should only include
qI . Consequently, the heat source term in Eq.(43) is replaced by

qα = (eα − u) ·
[

1

ρ0
∇ · (−pI +Π)

]
. (A3)
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